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ABSTRACT

Ultrasound imaging of the heart is a non-invasive method widely used for different applications. One of them is to measure the blood volume in the left ventricle at different stages of the heart cycle. This demands a proper segmentation of the left ventricle and a (semi-) automated method would decrease intra-variability as well as workload. This paper presents a semi-automated segmentation method that uses a region based snake. To avoid any unwanted concavities in the segmentations due to the cardiac valve we use two anchor points in the snake that are located to the left and to the right of the cardiac valve respectively. For the possibility of segmentations in different stages of the heart cycle these anchor points are tracked through the cycle. This tracking is based both on the resemblance of a region around the anchor points and a prior model of the movement in the y-direction of the anchor points. The region based snake functional is the sum of two terms, a regularizing term and a data term. It is our data term that is region based since it involves the integration of a two-dimensional subdomain of the image plane. A segmentation of the left ventricle is obtained by minimizing the functional which is done by continuously reshaping the contour until the optimal shape and size is obtained. The developed method shows promising results.
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1. INTRODUCTION

In this section a short background about ultrasound images in general will be given. Then some related work will be presented and finally a motivation for our approach is given.

1.1 Ultrasound Images

Ultrasound imaging is routinely used for a number of examinations in different fields such as cardiology, gynaecology, obstetrics, neurology, urology etc. When it is used for imaging the heart, it is called echocardiography. It can be used for a number of different examinations: heart development, cardiac structure and function as well as changes in normal physiologic states and pathologic conditions. Left ventricular function can for example be obtained via two-dimensional ultrasound images by computing the ejection fraction. This is done by using Simpson’s biplane rule for estimating the end-diastolic and end-systolic left ventricle volumes.\footnote{Further author information:
M.L.: E-mail: matilda@maths.lth.se
N.C.O.: E-mail: nco@maths.lth.se
A.H.: E-mail: heyden@maths.lth.se}

The ultrasound frequencies used are in the range 2–10 MHz. When the sound travels from a tissue with a certain density to a tissue with a different density (e.g. from myocardium to blood), some of the sound waves are reflected. The reflected waves are received by the transducer where they are turned back to electrical energy and then displayed as an image. Depending on where on the body the user positions the transducer, different views of the heart can be obtained. Some of the most common are: long axis view of the left atrium and the left ventricle, short axis views of the heart in planes from the base of the heart to the apex and the four chamber view, see Figure 1.\footnote{Further author information:
M.L.: E-mail: matilda@maths.lth.se
N.C.O.: E-mail: nco@maths.lth.se
A.H.: E-mail: heyden@maths.lth.se}
1.2 Related Work

There has been quite a lot of work done on segmentation of the ventricles in the heart in different views. The properties of ultrasound images almost demands custom-made methods for this application. Some of these methods are presented below.

Kucera et al. proposed a method with a region based external force in their early work on segmentation of the left ventricle. This force is used in an active contour 3D model with time as one dimension. Their method is fairly reliable on both short axis and long axis views of the heart. Sarti et al. also used a region based approach in their segmentation model where they incorporate the a priori knowledge of the statistical distribution of grey levels. The level set method is used to drive the curve evolution to achieve a maximum likelihood segmentation of the target, with respect to the statistical distribution law of image pixels. When comparing the area enclosed by the resulting contours from this method with manually outlined contours the correlation is excellent. A region based segmentation has also been done by Boukerroui et al. in their adaptive segmentation algorithm. They use a weighting function that takes both local and global statistics into account during the segmentation process. The results of the segmentation of the left ventricle shows good results when compared with manual outlines by a medical expert.

Mishra et al. use an active contour model when segmenting the left ventricle in short axis view. They solve the optimization problem using a Genetic Algorithm (GA) and the performance is comparable with inter-observer variations. A multiscale approach to the contour optimization is done by Mignotte and Meunier. Their external energy in the snake energy function is also region based. They show some segmentation results for short axis views that are qualitatively good. Chen et al. constructed a geometric active contour model with a shape and an intensity prior. The results of applying the method to a two chamber view are promising.

Bosch et al. developed an Active Appearance Motion Model (AAMM) that were used to do a segmentation of the left ventricle. This is an extension of Active Appearance Models (AAM) and they did an automated segmentation over the full heart cycle. Their results are comparable with inter-observer variations. Mitchell et al. did a fully three dimensional AAM with time as one of the dimensions in the ultrasound images. They got a correlation coefficient of 0.79 when comparing the area of the left ventricle defined by their method and an observer respectively.

Several other methods have also been evaluated for this segmentation problem, including artificial neural networks, a fuzzy multiscale edge detector and a Kalman filter based tracking method. All of these methods give acceptable segmentations of the left ventricle in long axis and/or short axis views.
1.3 Motivation for Our Method
The purpose of this work has been to develop a semi-automated segmentation method that segment the left ventricle in ultrasound images of the heart. A region based snake is used for the segmentation and it is specially designed to overcome some of the problems that are encountered in ultrasound images. Two anchor points are used in the snake and a tracking algorithm with a prior model for the movement of these from frame to frame are constructed. The proposed method performs a segmentation over the full cardiac cycle with only an initialization in the first frame.

2. METHODS
The methods used in our segmentation algorithm will be described in this section. First some necessary user inputs are presented and the tracking algorithm for the anchor points is described. Then the classical snake model is explained as well as a region based snake model with anchor points. The section ends with a short step by step overview of the algorithm.

2.1 User Inputs
At the beginning of the algorithm, the user has to provide with some inputs that are presented here. In the first frame the user should annotate two points – one on each side of the cardiac valve, cf. Figure 2. These are denoted $a^* = (a_{1}^*, a_{2}^*)$ and $b^* = (b_{1}^*, b_{2}^*)$ and are called anchor points, see the next section for more details. The user should also, by cycling through the frames, indicate the vertical position, $p$, of the cardiac valve when the heart is at most contracted. This value is used for computing the mean position of the cardiac valve as

$$h = \frac{a_{1}^* + b_{1}^* + p}{2},$$

which is needed later for the prior model. To get the correct number of steps in the prior model, the user also needs to specify the length of one heart cycle.

2.2 Anchor Points
Since the cardiac valve can cause the snake to get stuck with a concavity in the cranial part of the left ventricle, two anchor points are used – one on each side of the valve, cf. Figure 2. This means that no segmentation is done over the valve, instead a straight line is drawn between the anchor points. Since the segmentation is done in several frames, it is desirable to track the anchor points in the entire cycle in order to reduce the interaction with the user who annotates them in the first frame. The known anchor points in the previous frame are denoted $a = (a_{1}, a_{2})$ and $b = (b_{1}, b_{2})$. It will be described below how anchor point $a$ is tracked from one frame to the next, anchor point $b$ is tracked in the same way. We search for anchor point $a'$ in the current frame in a bounding box of size $25 \times 25$ pixels around the position of anchor point $a$ in the previous frame. The tracking is based on the following three parts.

- **Image resemblance**
  It is reasonable to assume that the intensity distribution is fairly identical around an anchor point from one frame to the next. To get a value of how good the resemblance is, the sum of squared error is computed as

$$R = \sum_{i=1}^{N} (L_{i} - C_{i})^{2},$$

where $L_{i}$ is the $i$th pixel in a $5 \times 5$ window around the previous anchor point $a$ and $C_{i}$ is the $i$th pixel in a $5 \times 5$ window around the current, not yet determined, anchor point $a'$.

- **Distance**
  It is very likely that an anchor point does not take a major leap from one frame to another and hence a measure for this is included too

$$D = \beta |a' - a| = \beta \sqrt{(a_{1}' - a_{1})^{2} + (a_{2}' - a_{2})^{2}},$$

where $\beta$ is a constant.
Prior model

A prior model of the movement in the vertical direction of the anchor points has been constructed. By manually tracking two anchor points in three patients a polynomial model, $m$, of degree 5 that describes the movement in one cycle as a deviation from the mean position of the anchor points is obtained. The model can be seen in Figure 3. The comparison is then done by computing the following expression:

$$P = \gamma |a'_2 - M(t)|^2,$$

where $\gamma$ is a constant, $M(t) = h + m(t)$ (where $h$ is defined in (1)) and $t$ is an index for the current frame.

To find the anchor point in the next frame the following expression is minimized

$$\min_{a'} \{ M = R + D + P \}$$

(5)

to get the position of the anchor point $a'$ in the current frame.

2.3 Snake Model

In the first two paragraphs of this section the classical snake model is recalled together with its extension to region based data terms. In the third paragraph it is explained how the region based model is adapted to our problem.

2.3.1 The Classical Snake Model

The snake model was first introduced in 1987 by Kass, Witkin and Terzopolous\textsuperscript{14} as a means of synthesizing the noisy filter-response coming from an edge-detector into a coherent delineation of a perceived edge in the image, such as the boundary separating two image regions with distinct grey level characteristics.
Figure 3: The prior model of the movement in the vertical direction of the anchor points as the solid line and the data that the model is based on is marked with dots.

Let us recall the classical snake model: A grey scale image $I$ is a real-valued function $I : \Omega \to [0, 1]$ defined for every point (pixel) $\mathbf{x} = (x, y)$ in the image domain $\Omega \subset \mathbb{R}^2$. The latter is usually a rectangle. The corresponding function value $I(x)$, is called the grey level at the pixel $x$. Mathematically, a snake is given by a differentiable parametrized curve $u : [0, 1] \to \mathbb{R}^2$, where each point of the curve $u(s) = (x(s), y(s))$, $0 \leq s \leq 1$ is a pixel in the image domain $\Omega$. With each snake is a snake energy associated, given by

$$E[u] = \alpha \int_0^1 \frac{1}{2} |u'(s)|^2 \, ds + \int_0^1 g(u(s)) \, ds.$$  \hspace{1cm} (6)

Here the first term is a regularisation term and the second one is a data term. The function $g(x) : \Omega \to \mathbb{R}$ is an edge map. A typical example of an edge map is

$$g(x) = \frac{\epsilon}{\sqrt{\epsilon^2 + |\nabla I(x)|^2}}.$$  \hspace{1cm} (7)

where $\epsilon > 0$ is a parameter. The regularisation term is smaller for shorter curves than for longer curves. At the same time the data term is smaller when the snake $u(s)$ is situated near an edge, where image gradients are large. Therefore the best delineation of an edge is defined, by the snake model, as the curve $u^*$ for which the snake energy is minimized,

$$E[u^*] \leq E[u] \text{ for all admissible curves } u.$$ 

The set of curves which are deemed admissible depends on the application at hand. In their original paper Kass, Witkin and Terzopolous\textsuperscript{14} considered the delineation of incoherent edges from noisy edge-detection signals. They considered as admissible all differential curves $u : [0, 1] \to \mathbb{R}^2$ with fixed end-points $u(0) = a$ and $u(1) = b$, specified by the user. The minimizer $u^*$ of $E$ in this class of curves then gives the image edge through the points $a$ and $b$ and consistent with the image data. In other applications, such as segmentation of an image into foreground and background, one may consider as admissible the set of all simple closed differentiable curves in the plane. The curve which optimizes the snake energy then defines the boundary between foreground and background.
2.3.2 Region Based Snake Models

A region based snake model is an active contour where the segmentation is driven by the statistical properties of the image data inside and outside the contour. This is in contrast to the classical snake model where the contour is controlled by edge-forces derived from the shift in grey levels at perceived edges in the image. One of the most commonly used region based snake models is one in which the grey levels at each pixel in the image \( I \) is assumed to follow a Gaussian distribution with a common variance \( \sigma^2 \) but with two distinct mean values: \( \mu_0 \) if the pixel belongs to the background and \( \mu_1 \) if it belongs to the object. The snake problem then becomes the optimization of the functional,

\[
E[u, \mu_0, \mu_1] = \alpha \int_0^1 \frac{1}{2}|u'(s)|^2 \, ds + \int_{\text{ext}(u)} (I(x) - \mu_0)^2 \, dx + \int_{\text{int}(u)} (I(x) - \mu_1)^2 \, dx,
\]

where \( \text{ext}(u) \) denotes the set of points (pixels) \( x \) on the outside of the contour given by \( u \), and \( \text{int}(u) \) the set of pixels inside the contour. This model can be seen as the snake formulation of the piecewise constant Mumford-Shah model\(^1\) with two regions. This and similar region based snake models have been studied by Tsai in his thesis,\(^2\) see also Tsai et al.\(^3\) The functional \( E[u, \mu_0, \mu_1] \) has to be minimized both with respect to the mean grey levels \( \mu_0, \mu_1 \) and the active contour \( u \). It follows directly from the definition of \( E \) that, for any fixed contour \( u \), the optimal mean grey levels correspond to the mean intensity of the image \( I \) on the outside and the inside of the contour, respectively. The optimal active contour is found by applying a gradient descent PDE associated with \( E \) to an initial contour supplied by the user.

Region based snake models, such as the above, can be rewritten (up to a fixed additive constant) in the form

\[
E[u, \mu_0, \mu_1] = \alpha \int_0^1 \frac{1}{2}|u'(s)|^2 \, ds + \int_{\text{int}(u)} V(x) \, dx,
\]

where \( V: \Omega \to \mathbb{R} \) is a potential function derived from the data-term. For the piecewise constant Mumford-Shah model above one can take \( V(x) = (I(x) - \mu_1)^2 - (I(x) - \mu_0)^2 \). This form is practical if we want to derive the gradient descent equations of motion of our active contour. The idea of the gradient descent procedure is to gradually change the shape of the snake, hence the name active contour, in such a manner that its energy steadily decreases. This is described mathematically by a snake \( u = u(s, t) \) which depends on a (fictitious) time parameter \( t \geq 0 \). The motion of the snake is then dictated by the gradient descent PDE, which can be written formally as

\[
\begin{align*}
\frac{\partial}{\partial t} u &= -\nabla E[u], \\
u(\cdot, 0) &= u_0(\cdot).
\end{align*}
\]

(10)

Here \( \nabla E[u] \) is the \( L^2 \)-gradient of the functional \( E \) computed at the contour \( u \). Using methods from the calculus of variations it is possible to show that \( L^2 \)-gradient for the region based snake at the contour \( u = u(s) \) is

\[
\nabla E[u](s) = -\alpha u''(s) + V(u) \hat{u}'(s), \quad 0 \leq s \leq 1.
\]

(11)

Here \( \hat{u}'(s) = (u_2'(s), u_1'(s)) \) is the \( \pi/2 \) radians counter-clockwise rotation of the tangent vector \( u'(s) \) of the contour. As usual, \( u'(s) = \partial u(s)/\partial s \). Therefore the gradient descent PDE for the minimisation of the region based snake model becomes,

\[
\begin{align*}
\frac{\partial}{\partial s} u &= \alpha u''(s) - V(u) \hat{u}'(s), \\
u(\cdot, 0) &= u_0(\cdot),
\end{align*}
\]

(12)

where \( u_0 \) is the initial contour. This PDE describes a time-evolution of the contour \( u \) which we follow until convergence,

\[
u_*(s) = \lim_{t \to \infty} u(s, t),
\]

(13)

in which case \( u_* \) satisfies the Euler equation \( 0 = \nabla E[u_*] = -\alpha u_*''(s) + V(u) \hat{u}'_*(s) \), so that \( u_* \) is a strong local minimum of the functional \( E \).
For the region based snake given by $E$, the evolution defined by the descent PDE (12) has an interesting further property, namely that the contour always moves perpendicular to itself. Therefore the quantity $\frac{1}{2}|u'(s)|^2$ is constant along the optimal contour, i.e., for all $s$, $0 \leq s \leq 1$. If the model is discretized, this property ensures that the control points of the contour will remain equidistant along the contour throughout its evolution.

### 2.3.3 Region Based Snake Model with Anchor Points

In this paper a region based snake model with two fixed anchor points $a$ and $b$ is considered. The required closed contour is the union of two arcs. The first arc is the snake $u: [0,1] \rightarrow \Omega$ running counter-clockwise, inside the left ventricle, from one anchor point $u(0) = a$ to the other anchor point $u(1) = b$. The second arc is formed by the straight line running from $b$ to $a$, thus completing the contour. In our application we use the simple data term,

$$V(x) = I(x) - \mu,$$

where the constant $\mu$, $0 < \mu < 1$, is chosen by the user for optimal performance. If we take $\mu = 1/2$, our model corresponds to the piecewise constant Mumford-Shah model with the fixed choice of grey levels $\mu_0 = 0$ inside the snake (supposed to be inside the left ventricle where the image is black) and $\mu_1 = 1$ outside the snake. The snake’s initial position $u_0(s)$ is supplied by the user (or by the solution to a previous instance of the same problem). The corresponding snake energy is minimized by evolving the snake according to the PDE,

$$\begin{aligned}
\frac{\partial}{\partial t}u(s,t) &= \alpha u''(s,t) - V(u(s,t))u'(s,t), \quad t > 0, 0 < s < 1, \\
u(0,t) &= a, \quad \text{and} \quad u(1,t) = b \quad \text{for all } t > 0, \\
u(s,0) &= u_0(s) \quad \text{for } 0 \leq s \leq 1.
\end{aligned}$$

This problem is solved iteratively using a semi-implicit finite-difference discretization of the derivatives. The algorithm is terminated when the change in the solution, from one iteration to the next, is less than a given tolerance.

### 2.4 Algorithm

The segmentation of the left ventricle follows these steps:

1: The user annotates two anchor points, one at each side of the cardiac valve. The length of one cardiac cycle is also indicated as well as the position of the cardiac valve when the heart is contracted.

2: The anchor points are tracked through the cycle using the method described in section 2.2.

3: The segmentation begins in the first frame where an initialization of the snake is done. The region based snake, described in section 2.3.3, iterates until a tolerance level is reached and a segmentation is obtained in that frame.

4: For the next frame the segmentation in the last frame is used as initialization for the snake and then it iterates until the tolerance level is obtained.

5: Then item number 4 is repeated for the rest of the heart cycle.

### 3. RESULTS

The proposed method has been tested on a sequence of ultrasound images and the results from some frames can be seen in Figure 4. Both the tracking of the anchor points as well as the segmentations of the left ventricle can be studied here. The method was implemented using MATLAB. The computation time for performing the segmentation in each frame in one cardiac cycle is approximately 40 seconds when running on a 3.20 GHz Windows PC with 64 Gb of RAM.
4. DISCUSSION & CONCLUSIONS

As can be seen in Figure 4 our algorithm captures the edges of the left ventricle quite well for different levels of heart contraction. The choice of a region based snake seems to be good.

The tracking of the anchor points also seems to work well. The use of a prior model turned out to be necessary when testing the tracking algorithm without it. With no prior model the anchor points have a tendency to wander away or not follow the cardiac valve back when the heart relaxes.

One problem with our method is that the left ventricle stretches out to the apex of the heart, which is located in the top of the images in Figure 4, and this is not captured so well by our method. The reason is the high intensity levels in that part of the image that is due to the closeness to the transducer. One idea to overcome
this problem is to insert an anchor point in the apex to force the snake to stay there. This is something that will be investigated in the future.
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